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LLM - Large Language Model    MLLM - Multi-Modal LLM

Agreement with the original method to generate the SUM map

Predicting Maximum Fixated Object in Scene Description Task

Deleting very large objects can induce artifacts that can impact the model’s understanding of the scene, though 

it may not be a critical object 

 

A person is examining a small diorama on 

the floor in a room that also contains a 

keyboard and guitar.

The person appears to be taking a break 

after exercising with dumbbells in a living 

room setting.

The model’s understanding of the scene may not be similar to how humans understand the scene
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